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Molecular approach to the interpretation of the dielectric relaxation spectrum
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The frequency-dependent dielectric function of ethanol at temperatures within the normal liquid range is
evaluated by means of computer molecular dynamics simulations and compared with recent experimental data.
The calculated spectra show a similar structure to those reported from experimental measurements and the
temperature dependence of its most prominent bands also follows the experimental estimates. An attempt is
also made to assign the most intense bands to specific molecular reorientations.

PACS number~s!: 61.20.Lc, 02.70.Ns, 77.22.Gm
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I. INTRODUCTION

The interest in understanding the microscopic origin
the most prominent features appearing in the dielectric fu
tion e(v) of low-molecular-weight glass-forming liquid
stems for the wide use of the technique as a tool for exp
ing the dynamics of very viscous~supercooled! liquids over
many frequency decades@1#. In this respect, the dynamics o
most molecular materials as explored by dielectric spect
copy shows a rather characteristic behavior as the gl
transition temperatureTg is approached from above. Whil
the usual Vogel-Fulcher-Tamann~VFT! equation

t~T!5t0 exp@A/~T2T0!# ~1!

is followed by the dielectric relaxation timet(T) down to
Tg , a limiting temperatureTA seems to exist in low
molecular-weight liquids@2,3# above which the behavior o
t(T) is better described by a simple Arrhenius law.

In contrast with polymers and complicated organics,
study of low-molecular-weight glass forming liquids ope
up the possibility of understanding the dynamics about
glass transition without having to recourse to strong assu
tions concerning the nature of motions being sampled wit
a given experimental frequency window. A number of ma
rials has been investigated in recent times and some com
trends have been found@3,4#. Among them, liquid ethano
has been investigated using a full suite of techniques suc
dielectric relaxation@5–7#, far-infrared spectroscopy@8#,
NMR relaxation@9–14#, viscosity measurements@7,14#, light
scattering@14#, or incoherent quasielastic neutron scatter
@14#. The picture that emerges out of such studies is not fu
consistent, due perhaps to a number of asumptions empl
when analyzing the data.
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In addition, the material has been thoroughly investiga
recently in connection with the glass transition@15–17#. As
known since two decades ago@18#, ethanol can be quenche
avoiding crystallization to form a glass which shows a gla
transition temperatureTg597 K. If the liquid is cooled
down at a rate about 2 K/min or the glass is annealed
tween 97 and 115 K, a rotator-phase~RP! crystal is formed,
where the molecules are translationally ordered on a bcc
tice but can rotate freely. Dynamically, such phase has b
shown to be remarkably close to the supercooled liq
~SCL! at least at the characteristic scales sampled in die
tric relaxation experiments@4#. This phase also undergoes
further calorimetric glass transition at about 97 K, involvin
the freezing of the molecules at random orientations, lead
to an orientational glass.

The similitude in relaxational behavior of the SCL and R
phases thus provides some clues on the importance of r
entational motions at temperatures aboutTg but it still does
not tell much about the microscopic origin of both rela
ations as sampled in dielectric experiments@4,19#. Our aim
here is therefore to contribute towards the understanding
the dielectric spectrum of ethanol at temperatures aboveTA ,
that is in the low-viscosity regime, where most motions a
expected to show a dominant single-particle character. Fo
this seems to be a prerequisite for the understanding of
far more complex dynamics of the supercooled liquid wh
shows charateristic relaxations beyond reach of the cur
computing capabilities. To achieve the above stated aim
explore by means of molecular dynamics~MD! simulations
the reorientational motions and the dielectric behavior o
simple model of ethanol. The performance of the employ
force field as well as some alternatives for its possible
provement were described in a previous contribution@20#, as
it also were the predicted features concerning some dyna
3884 © 2000 The American Physical Society
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TABLE I. Simulated thermodynamic states and results obtained for the static dielectric constante(0) and the single and collective
relaxation times in ps~see text!. The experimental results fore(0)expt have been taken from Refs.@45# ~at 273 K!, @6# ~at 298 K!, and@46#
~between 333 and 500 K!.

Run T (K) r (g/cm3) Simulation time~ns! e(0) e(0)expt t1
col (ps) t2

col (ps) t1
self (ps) t2

self (ps)

A 273 0.806 8.2 2063 28.5 155 3.4 49 12~1 .5,16!
B1 298 0.785 4.9 1863 24.3 67 1.2 39 8.1~ 1.1,11!
B2 300 0.785 6.0 1963 24.3 62 1.5
B3a 300 0.785 2.0 1765 24.3 104 13
B4b 294 0.785 2.0 1965 24.3 72 2.0
C 333 0.754 4.9 11.660.6 19.7 19 0.93 15 2 .1~0.65,4.1!
D 353 0.737 4.9 11.560.4 17.2 13 0.37 10 1 .8~0.61,3.5!
E1 400 0.681 4.9 8.660.2 12.6d, 10.6e 5.4 0.54 4.4 1.0
E2c 400 0.681 2.0 9.160.4 12.6d, 10.6e 4.9 0.46
F 450 0.605 4.9 6.360.2 7.5f 2.9 0.84 2.2 0.54
G 500 0.469 4.9 4.160.1 4.4g 1.4 0.27 1.2 0.44

aWith 524 molecules.
bWith 524 molecules andRs517 Å, Rc518 Å.
cWith e rf58.6.
dAt 393 K.
eAt 413 K.
fAt 453 K.
gAt 503 K.
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cal aspects of the normal and supercooled liquids@21#. Ex-
plicitly, here we investigate the origin of the three distin
relaxations found in dielectric measurements on liquid p
mary alcohols@5,6#, which still needs clarification.

II. MODEL AND COMPUTATIONAL DETAILS

MD simulations at seven different temperatures have b
carried out using the OPLS potential@22#, which gives good
results for the main thermodynamic and dynamic proper
of liquid and glassy ethanol. The simulated system consis
of 216 ethanol molecules placed in a cubic box with perio
boundary conditions. All the simulations were performed
the microcanonical ensemble~constant NVE! at the experi-
mental densities@23#. The equations of motion were inte
grated using the Verlet leap-frog algorithm@24# with a time
step of 2.5 fs and bond lengths and angles were constra
by means of the SHAKE algorithm@25#. The interparticle
interactions were truncated using a cutoffRc512.5 Å and a
switch function to avoid energy drifts@26#. The chosen form
was that described by Alonsoet al. @27#, and as before we
usedRs511.5 Å, beingRs the onset of the switching func
tion @20#. Long-range corrections due to the neglect of d
persion interactions beyondRc were applied@24# and the
electrostatics was treated using the reaction field techn
with a constante rf525 for the dielectric permittivity of the
continuum@24,28#. This value comes close to the experime
tal static dielectric constant of ethanol at ambient tempe
ture @6# and we used the same constant in all the simulati
performed. This method of treatment of the long-range in
actions has proven to give results that agree with those
tained using Ewald sums@29,30# and is simpler and faste
than the later. In contrast, the results are more size-depen
than those obtained when using lattice methods, so s
care needs to be exercised. In consequence, we checke
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validity of our results in different ways, as it is detailed b
low.

III. RESULTS

A. Statistical accuracy and size effects

To check the statistical accuracy of our data as well
boundary conditions and size effects, we performed sev
tests. Four different runs~B1–B4! were carried out for room
temperature conditions. Runs B1 and B2 were carried un
exactly the same conditions, which are those described in
previous section and employed in all the other runs at diff
ent temperatures. This provides some measure for estima
the error bars of the calculated data as well as the maxim
time at which the collective correlation functions studi
here are obtained with reasonable accuracy. In run B3
simulated a larger system, with 524 molecules instead
216, but with the same cutoff than that used previous
while in run B4 we employed again 524 molecules and
longer cutoff,Rs517 Å andRc518 Å. This allows us to
test independently the effects of increasing the size of
system or the cutoff employed. Three properties have b
considered in some detail: the static dielectric constant,
total dipole time autocorrelation function and the distan
dependent Kirkwood factor.

The static dielectric constante(0) was calculated using
the appropriate formula for the reaction field boundary co
ditions @31#

1

4p«0

4p

3

^M2&
3VkBT

5
@e~0!21#@2e rf11#

3@2e rf1e~0!#
, ~2!

where«0 is the vacuum permittivity,M5( imi(t) is the total
dipole moment of the system,V is the volume, andT is the
average temperature. The results of the four runs are give
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Table I. They agree within their statistical error@32# and they
are also in agreement with the value ofe(0)51661 ob-
tained using the Ewald sum method@33#. The running aver-
age for this quantity along the simulation is plotted in Fig.
which clearly shows that very long times are required
order to achieve convergence of this property and reduce
error bars down to acceptable sizes

The total dipole time autocorrelation function

F~ t !5
^M~0!M~ t !&

^M2&
, ~3!

is shown in Fig. 2. The curves corresponding to runs B1
B2 agree reasonably well up to 50–60 ps, while the ot
two show deviations due to the larger error incurred wh
performing shorter runs. Taking into account the large er
bars shown in the figure, one sees that the calculated re
ation times obtained from fits of the curves to a biexpon
tial function ~see next subsection and Table I! are also in
good agreement with those reported for the Ewald met
@33#. This figure also illustrates the difficulties involved
the calculation of dielectric properties, and in particular,
shows how accurate values for the computation ofF(t) are
in this case only those up to a maximum time of about 50–
ps, i.e., about one hundredth of the total simulation time

FIG. 1. Running average of the static dielectric constant at
K using different conditions~see text for details!.

FIG. 2. Total dipole time autocorrelation function at 298 K u
ing different conditions~see text for details!.
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The distance-dependent Kirkwood factor

GK~r !5
1

N K 1

m2 (
i

(
j ,r i j ,r

mimj L ~4!

has also been evaluated and it is shown in Fig. 3. Once ag
large errors are involved, as can easily be checked by c
paring the two curves corresponding to run B1, one of th
calculated averaging over the full trajectory and the ot
computed averaging only over the first nanosecond of sim
lation, which is the same time used for the calculation
GK(r ) for runs B3 and B4. These quantities have been eva
ated using the whole of the simulation box, so some artifa
could appear due to the use of the minimum image conv
tion for distances beyondL/2, corresponding to the radius o
the largest sphere that is containable into the simulation
@30#. This radius is 13.8 Å for run B1, and 18.5 Å for run
B3 and B4, but no important distortions are apparent in
results due to this fact, as checked by comparing the cu
corresponding to runs B1 and B3. Thus, the use of a lar
system does not modify much the dipole-dipole correlatio
However, the use of a longer cutoff do change greatly
behavior ofGK(r ), shifting and increasing the height of th
second peak and moving the first minimum and the follo
ing maximum to distances close to the new cutoff. Therefo
this feature seems to be directly related to the cutoff of lo
range interactions.

An extensive study about the use of the reaction fi
method and the influence of the conditions employed
been done by Van der Spoelet al. for the case of water@34#.
They found thate(0) increased when using a larger syste
while there were no clear systematic effects on the dielec
behavior when a longer cutoff was used, although large
ferences inGK(r ) appear@34#. The errors of our data preven
a full confirmation of their conclusions, but it seems that
our case size effects, if any, are of little importance in co
parison with the statistical errors incurred in the calculat
of collective properties, unless extremely long simulatio
are carried out. As an example, we find that our simulatio
of 2 ns carried out using a larger system are still too shor

8

FIG. 3. Distance dependent Kirkwood factor using differe
conditions~see text for details!.
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PRE 61 3887MOLECULAR APPROACH TO THE INTERPRETATION OF . . .
allow a clear comparison with the longer runs, as Figs. 1
2 clearly evidence. However, the agreement between the
sults presented here and those found using the Ewald me
@33# indicates that in this case the particular boundary c
ditions employed do not change significantly the static
electric constant nor the total dipole time autocorrelat
function. Nevertheless, as far as the distance-depen
Kirkwood factor is concerned, our data clearly confirm t
observations of Ref.@34#, indicating that long range dipole
dipole correlations indeed are dependent upon the partic
conditions employed. Further studies to check the exten
these effects and the best way to eliminate them are requ

Finally, we have also checked the influence of the u
reaction field constant. As indicated in the previous sect
we have always usede rf525, which corresponds roughly t
the experimental dielectric constant of ethanol at norm
conditions. At 298 K this is about 30% higher than the
electric constant corresponding to the model employed~see
Table I! and such difference increases with increasing te
perature. Since that constant appears in the reaction
method only in the expression 2(e rf21)/(2e rf11), which
goes rapidly to one with increasinge rf , the results are quite
insensitive to the particular choice@24#. Nevertheless, we
decided to test which was the effect of replacing it by t
lower value corresponding to the real dielectric constan
the model, so at 400 K we performed a second simula
using the dielectric constant obtained in the first run. T
results obtained for the dielectric constant and the collec
relaxation times are shown in Table I. The differences
tween both runs are quite small, thus indicating that the
of the same reaction field constant at all temperatures d
not largely affect our results.

As a whole, all these aspects evidence the problems fo
when calculating dielectric properties and the magnitude
the errors involved. However, the similarity of the resu
obtained in runs B1 and B2 indicates that the simulatio
performed are long enough to allow us to obtain reliable d
for the dielectric constant and the total dipole time autoc
relation function, although for the later only the initial part
the curve is obtained with reasonable accuracy.

When comparing with experiment, the agreement is o
qualitative, as the results obtained for the dielectric cons
or the dielectric correlation times are considerably sma
than those found experimentally. The same has been
served for methanol@35,36#. For water, a great number o
different models have been used in order to reproduce
ferent experimental results and they show different degr
of success in what refers to dielectric properties, but it see
however, that no simple model is able to account quant
tively for the whole of empirical observations~see, e.g.,
Refs. @34,37#, and references therein!. Even more complex
models, where polarization is introduced explicitly and n
through the use of an effective dipole moment, do not i
prove the agreement between simulation and experimen
this aspect@38#. Nevertheless, this drawback does not p
into question the usefulness of our simulations, as the qu
tative or, for some properties, even quantitative agreem
gives confidence in that the basic physics is well accoun
for, so that the information yielded by the simulations can
used to understand better which microscopic processes
rise to the experimental observations.
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B. Static dielectric constant

The static dielectric constant was calculated by mean
Eq. ~2! and the results obtained for each temperature
shown in Table I. The calculatede(0) is consistently below
experiment at all temperatures, although such discrepa
becomes less important with increasing temperature.

Using a model very similar to that employed here, Sk
et al. @36# obtainede(0)52462, for methanol while experi-
ment gives 32. By introducing the effect of induced dipol
due to molecular polarizability ane(0)542 results which is
now above experiment. This overshoot is attributed to
fact that some of the collective effects are already included
the enhanced effective dipole moment used in the mo
@36#. Our results agree with that interpretation, as collect
effects should become less important with increasing te
perature or decreasing density, so that the differences
tween the calculated and the experimental dielectric cons
would diminish, as indeed is observed.

However, a word of caution on oversimple explanatio
for such discrepancies is in order. It has to be noticed that
all effects giving rise to such departure from experiment c
be ascribed to a somewhat crude modelling of the elec
statics. In fact, the value ofe(0) is also dependent on th
ordering state of the sample and the latter obvioulsy arise
a consequence of the combined effects of electrostatics
steric interactions. In consequence, removal of such disc
ancies would surely involve more refined models to rep
sent both Coulombic and dispersion interactions. The po
merits some pondering about. In fact, it is known from co
puter studies in molecular crystals that inclusion of detai
interactions between hydrocarbon protons~i.e., CH3,CH2) is
of fundamental importance for the stability of some latti
structures. The main problem inherent to such fairly detai
representations of the intermolecular interactions conce
computational costs, which would severely limit the tim
window amenable to be explored by MD simulation mea
The point of the dependence of the computed electrost
properties on details of themolecular geometryis glaringly
illustrated by the work of Ho¨chtl et al. who found that the
calculated dielectric constant of liquid water was extrem
sensitive to the particular value of the bond angle used in
model, while the strength of the molecular dipole mome
had a much smaller influence@37#. This could explain the
somewhat puzzling result that even at 500 K, where we
pect that the effective dipole moment used in the OP
model~2.22 D! should give higher values than experiment
those temperatures, the calculated dielectric constant is
below experiment.

C. Time- and frequency-dependent dipole correlation
functions

In Fig. 4, the total and single-dipole time autocorrelati
functions are shown for several temperatures. As expecte
high temperatures the collective function follows qu
closely the curve corresponding to the reorientation of in
vidual dipoles, while with decreasing temperature~or in-
creasing density! cooperative effects are enhanced and b
functions depart from each other, being the collective rel
ation much more slower.
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1. Collective dynamics

At very short times,F(t) shows a very rapid decay an
an oscillatory behavior with a period of about 0.05 ps. T
feature also appears in the self-function and is obviou
connected with a very fast movement, apparent also in
atomic velocity autocorrelation function and associated w
librational motions of the hydrogen hydroxyl atoms
H-bonded molecules@33#. With increasing temperature thes
oscillations become blurred because of the diffussive m
tions, which are gaining importance with respect to vib
tions. Beyond 0.5 ps,F(t) can be well fitted by a biexpo
nential function, as found for methanol@36#. Thus, we have
fitted the region 0.6,t,50 ps, where the statistics are goo
enough to obtain reliable data~see Fig. 2! , to a sum of two
exponentials. The relaxation timest1

col andt2
col , obtained for

each temperature are given in Table I. Although large unc
tainties are involved, as can be gauged by comparing the
corresponding to runs B1–B4, the longer two runs at 298
give times that agree with each other and with those pr
ously reported@33#.

Experimentally, three relaxation regions are found in p
mary alcohols@5#, whose origin is still controversial@5,6,39#.

FIG. 4. Total ~solid line! and single~dashed line! dipole time
autocorrelation functions at several temperatures. The insets s
in detail the short time relaxation. From up to down the figu
correspond to the following temperatures: 273, 298, 400, and
K.
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These three distinct regions may be described using th
spectral distributions with their corresponding relaxati
times. At room temperature, Barthelet al. @6# report values
for the corresponding relaxation times of 163, 8.97, and 1
ps; while Kindt and Schmuttenmaer obtain almost the sa
value for the main relaxation, which is associated with coo
erative motions, but much smaller times for the second
third processes 3.3 and 0.22 ps, respectively. They attrib
those differences to the limited spectral range used in
previous study@8#.

Our results give smaller times fort1
col than experiment.

The same has been found in methanol@36# and, as for the
static dielectric constant, the reasons alluded above conc
ing the somewhat crude molecular model employed sho
be at the origin of such discrepancy.

In what concerns the characteristic timet2
col associated

with the second relaxation region and evaluated from the
of F(t), it has to be pointed out that it can only be estimat
under large uncertainties. These arise from the small am
tude of the signal as compared to the main relaxation,
presence of more than one spectral component~as will be
discussed below!, and finally, the large error bars associat
with the calculation of this property, as discussed above.
fitted value fort2

col is close to the time found by Barthelet al.
@6# for their third process, which would imply that there exi
another intermediate process that is masked by the statis
accuracy of our data. However, from the data of Kindt a
Schmuttenmaer one could argue that it corresponds to
second process, which as for the main relaxation is ag
faster in our model than in real ethanol, while the third pr
cess observed by those authors would correspond to the
tial fast decay ofF(t), which takes place at times of th
same order than that found by them. The relationship
tween the relaxation times obtained from simulation and
periment and their possible physical origin will be treated
more detail below, once the results obtained for single re
entations are presented.

The temperature dependence of the relaxation time
shown in Fig. 5, together with experimental data@4,13# and
the corresponding Arrhenius fits~shown as dotted lines!.
Even if account is made of the limited temperature inter
explored, the statistical errors involved and the discrepan
between experiment and simulation, an extrapolation
lower temperatures suggests that the slower process se
our simulations is at the origin of the primarya relaxation
observed in supercooled liquid ethanol, while the fastest
is somewhat related to the secondary relaxation orb process.
The apparent activation energy obtained for the main proc
is about 23 kJ/mol, which is some 5.5 kJ/mol above t
found in dielectric measurements@19#. The computer liquid
thus shows a dynamics which is faster and harder than
periment. This surely has to do with the model used to r
resent the intermolecular interactions which leads to an
hancement of the interparticle correlations at short range

The relaxation times obtained from the simulations us
the Debye approach—those calculated as integrals o
F(t), using the fitted biexponential function to account f
the contribution at times longer than 10 ps—follow the sa
trend as the experimental data@13,40# and qualitatively agree
with them, as Fig. 5 clearly shows. Thus, the temperat
dependence of the primary relaxation is reasonably well

ow
s
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PRE 61 3889MOLECULAR APPROACH TO THE INTERPRETATION OF . . .
produced by our simple model.
The second relaxation timet2

col is obtained less accu
rately, as evidenced by the scatter of the data shown in
5. Thus, the statistical accuracy of the parameters der
from the Arrhenius fit to these data is neccessarily low. W
such a proviso in mind, we should point out the interest
coincidence between the extrapolated frequencies at
peratures where experiment shows clearb peaks and those
actually measured for theb relaxations in the range of tem
peratures where it becomes well separated from the m
relaxation~i.e., basically, belowTg). Such an indication thus
suggests that the motions sampled well within the gl
phase correspond to those with time scales comparable
t2

col within the high-temperature liquid.

2. Single-molecule orientational dynamics

The single-dipole correlation function

Fs~ t !5^mi~0!•mi~ t !&/m2

has been studied in the same way. As it was the case fo
collective F(t), a single exponential cannot account for
shape well beyond the initial decay, so again we used
exponentials to fit the data in the same interval as bef
The obtained relaxation timest1

self andt2
self, are also given in

Table I. The same difficulties are experienced here regard
the time range used to fit the curves. Whilet1

self is reasonably
independent of the chosen lapse of time,t2

self shows some
changes depending on the range employed to fit the cur

As expected,t1
col>t1

self for all the explored temperature
and the difference between the two becomes larger as
temperature is decreased. This, which runs in full para
with the experimental observations, comes as a result of
increasing importance of the coupling of molecular reorie
tations to the collective degrees of freedom as the temp
ture decreases which leads to longer times for correlated

FIG. 5. Dielectric relaxation times. The solid lines correspond
fits to the experimental data@4#. The crosses represent the Deb
relaxation times of Refs.@13# and@40#. The circles and the square
correspond to the relaxation timest1

col andt2
col obtained from the fit

of F(t), respectively, and the diamonds represent the relaxa
times obtained integratingF(t).
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tions than for those of single molecules. The latter as sho
in a recent neutron study@41# are able to reorient at picosec
ond rates under conditions where the main relaxation t
~that of thea peak! already reaches macroscopic times@4#.
In other words, at the characteristic temperatures where
supercooled liquid and rotator-phase crystal exist, sing
molecule rotations are far less hindered than other moti
such as those of collective origin which surely require re
tively large rearrangements of neighboring molecules to t
place.

One thus expects that the temperature dependence o
single-particle relaxation timet1

self shows a far milder behav
ior than their collective counterpart, as indeed is observ
Furthermore, at sufficiently high temperature one also
pects thatt1

self should approach a limit where the singl
molecule relaxation function could be approximated by
form @42#:

Fs~ t !}expF2S kBT

I 1B1
1

kBT

I 2B2
1

kBT

I 3B3
D t G , ~5!

whereI i stand for the principal moments of inertia andBi for
the associated friction constants. Since the ratio of the
treme values for the principal moments of inertia of an is
lated ethanol molecule can be as large as 4.2 one may ex
to find in such high-temperature limit a clear signature
nonexponential behavior arising from anisotropic molecu
reorientations.

As can be seen by the comparison betweenFs(t) and
F(t) provided in Fig. 4, there are still some clear differenc
in the shape of the two functions at the highest explo
temperature. To allow a direct comparison with the expe
mental data of Barthelet al. @6# we fittedFs(t) to the sum of
two and three exponentials. In doing that we noticed t
while the relaxation times corresponding to thea process
remained unaffected by the number of fitted decays,
value oft2

self is then split into two having times of the sam
order of those given by experiment. The times so obtain
are given within parenthesis in Table I.

Above 400 K, we did not get reliable values for relaxatio
times when employing a third process. Moreover, we co
not either fit the collective function to a sum of three exp
nentials at any temperature. The fact that this could only
done forFs(t) at the lowest explored temperatures can
rationalized on the basis of~a! a widening of the time scale
separation between the three relaxations as the temperatu
decreased and~b! the much better statistical accuracy
Fs(t) as compared with its collective counterpart. In oth
words, the closeness in time scales as temperature raise
gether with the dominant weigth of the lower-frequencya
peak, makes the parameter estimation problem strongly
conditioned, and thus no reliable values for the smaller tim
can be derived in this temperature range.

As referred above, a further complication to be taken in
account concerns the anisotropic nature of the molecular
tations. This would render inadequate the description of s
motions in terms of an unique relaxation time. Howev
from Eq. ~5! it becomes clear that the relevant quantities
the productsI iBi of moments of inertia and friction terms
As discussed below, a partial compensation of effects se
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to be in operation since as NMR experiments reveal,
stronger anisotropy occurs at low temperatures.

3. Dielectric relaxation spectrum

The dispersivee8 and dissipativee9 parts of the dielectric
function as calculated from the relaxation spectra descri
above are shown in Fig. 6. The spectra have been calcu
following Ref. @31# using the fitted relaxation times to evalu
ate the low-frequency part. At least four different extrem
are now revealed in bothe8 ande9. These appear as dispe
sion signals ine8 and as peaks and shoulders ine9. The latter
function shows a strong low-frequency, ora peak, a clear
shoulder, and two high-frequency peaks. Taking the 273
spectra as a reference, one sees the stronga peak centered a
about 83108 Hz, followed by a clear shoulder around
31010 Hz, a well defined peak at about 231012 Hz and
finally, a narrow feature at a frequency somewhat in exc
of 231013 Hz. The assignment of these features is fac
tated by having at our disposal information on the time
pendence ofF(t). The last peak can thus be unambiguou
identified with the high-frequency oscillation seen in bo
Fs(t) and F(t). Its physical origin is thus ascribed to
high-frequency vibrational motion as referred to above, a
its narrow shape is indicative of a rather localized natu
The somewhat broader peak appearing at frequencies a
231012 Hz shows the characteristics usually ascribed tob
relaxation. Its frequency follows a milder dependence w
temperature than that exhibited by the strongera peak and,
as shown in Fig. 5, such dependence would, at temperat
below Tg match that reported by relaxation experiments@4#.
While assignment of the lowest frequency peak presents
significant difficulty since it shows the behavior expected
ana-relaxation peak and also has a clear time-domain co
terpart, assignment of the shoulder which appears about
frequency decades above it is definitely more involved. S
a feature is also present in the experimental spectrum
many glass-formers and is usually referred to as a ‘‘wing
Because of its rather structureless and fairly broad shap
cannot be identified with any definite feature in the tim
domain spectra, although its presence together with theb

FIG. 6. Real and imaginary parts of the frequency depend
dielectric function at the temperatures studied.
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peak’’ explain the difficulties to describe the time-doma
spectra in terms of a sum of exponentials which were co
mented above.

What, however, gives some hints about its nature is
dependence with temperature. This is revealed, even to
most cursory glance, by following the temperature shifts
such shoulder together with that of the main peak. In do
this one sees that both thea peak and the shoulder follow
basically the same temperature dependence while the hi
frequency peak shows a milder behavior and the high
peak shows no strong dependence with temperature.

In parallel with the way followed to analyze experiment
data@4#, bothe8 ande9 extending up to frequencies coverin
thea peak and the ‘‘wing’’ have been fitted simultanueous
using a model function built from two Cole-Davidson distr
butions. Such a model was able to describe the data v
accurately and from there values for two relaxation tim
specifying the main peak and ‘‘wing’’ were derived. In do
ing so we found that both the temperature dependenc
both relaxation times followed Arrhenius behaviors with a
tivation energies of 19.7 and 19.4 kJ/mol, respectively. T
main difference between both distributions thus regards
preexponential factors which are now different by two ord
of magnitude. As expected, the exponents of both distri
tions were found to have reached the Debye limit qu
closely ~i.e., both are basically unit! and the relaxation
strengthse02e` were also found to behave quite differentl
that of the main band exhibiting a linear decrease with te
perature while that for the ‘‘wing’’ shows a scant depe
dence.

4. Frequency spectra of the single-dipole correlation function

The spectra ofFs(t) have also been evaluated followin
the same procedure than that employed for itsF(t) collec-
tive counterpart. Although such transforms are quantities
amenable to experiment they can be interpreted as those
scribing the projection of all the liquid dynamics into
‘‘tagged’’ molecular dipole and therefore play the same ro
as the generalized frequency distribution for a monoato
fluid.

A set of curves showing the dispersive and dissipat
parts of the transforms ofFs(t) are depicted in Fig. 7 for and
equivalent set of temperatures to that considered for the
electric function. The most remarkable features exhibited
the aforementioned graphs are the presence of a minimu
five spectral components which show somewhat dispa
dependences with temperature. The lowest frequency
most intense feature which appears as a peak at abo
3109 Hz shows a very marked shift towards higher fr
quencies as the temperature is raised. The same applies
high-frequency wing which is barely visible below the ma
peak at the lowest temperature but it is seen as a clear sh
der at 631010 Hz at intermediate temperatures ('350 K),
as well to a well defined shoulder seen at about
31011 Hz at the lowest temperature. In contrast the high
frequency features such as the narrow peak at 231013 Hz,
the shoulder at about 531012 Hz, the peak at about 2
31012 Hz and the intensities within the region 0.3–
31012 Hz experience a rather mellow temperature dep
dence, showing in all these cases a small frequency softe
as the temperature is raised.
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The behaviors referred in the above paragraph seem
dicative of the existence of two relatively well separated f
quency domains in the spectrum ofF(t) which comprise the
region of thea peak including its leading edge~the ‘‘wing’’ !
and the higher-frequency shoulder and the higher-freque
features. Because of the similitude of the temperature de
dences it is appealing to consider that motions taking pl
up to frequencies comprising the main peak, wing and sh
der are of the same nature involving a strong coupling w
the macroscopic viscosity whereas those at higher frequ
cies concern fairly localized motions.

D. Geometry of single-molecule reorientations

We have analyzed the rotational motions of the individ
molecules by monitoring the reorientations about directio
defined by each of the intramolecular bonds used in
simple model, i.e., CC, CO and OH. None of these coinci
with any of the principal axis of inertia and therefore all t
calcuated quantities are expected to show some complic
dependence with time. Their behavior at room temperatur
shown in Fig. 8 together with that corresponding to the m
lecular dipole moment vector. The rapid initial decay of t
function associated with the CC vector can be attributed
the extra movility provided by the internal torsion, which
room temperature has a very short relaxation time~less than
1 ps!, as shown before@21#. This effect would also favor the
rotation of the OH vector, but this one is impeded by t
hydrogen bonds formed along its direction, as they have
be broken to allow this vector to rotate. Additionally, on t
grounds of molecular geometry the rotations around the
of inertia that imply less rearrangements of neighboring m
ecules will be favored, so the net result is a combination
the influence of the hydrogen-bond network and steric
fects.

Ludwig et al. have obtained rotational correlation time
for the OH group at several temperatures by means of N
relaxation experiments@13#. The relaxation times measure
by this technique are, in principle, equivalent to the integ

FIG. 7. Real and imaginary parts of the frequency spectrum
the single-dipole autocorrelation function at the temperatures s
ied.
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of C2
OH(t), whereC2(t)5^P2@cosu(t)#&, whereP2(x) is the

second Legendre polynomial andu(t) the angle swept by the
appropriate reference vector. We compare the times obta
in such a way with experiment in Fig. 9. We have also pl

f
d-

FIG. 8. Reorientational autocorrelation function of the intram
lecular vectors at 298 K. The inset shows in detail the short ti
behavior.

FIG. 9. ~Up! Longitudinal dielectric correlation times~see text!.
The black squares correspond to the experimental data@13# and the
big open circles to the present simulations. The small circles co
spond to previous results obtained at a pressure of 0.8 kbar@21# and
the crosses to simulations done using the Ewald sums@33#. ~Down!
Rotational correlation times of the OH vector~see text!. Symbols as
above.



es
cr
ed

om
ro
ha

o
ga

ot

tw
O
th
e
rm
e
ta
p
th

t i
a

d
e

-
-
ha
e

eri-
the

ted
nto
rst
as
val
., as
he

tric
H

e

d-
two
ons
m-

and
r of

tion
one
as

the
rs,

or

ne
an
B.
ely

ond
the
rge
ule
y

not

c

H

3892 PRE 61M. A. GONZÁLEZ et al.
ted in that figure the longitudinal dielectric correlation tim
given by the same authors, which are related to the ma
scopic relaxation timetD shown before and can be compar
with the integral reorientational correlation times ofFs(t).
As before, the experimental times are larger than the c
puted ones and the activation energies evaluated f
Arrhenius fits to the reorientational times are also higher t
experiment@13# ~19 and 20 kJ/mol for the OH andm reori-
entations, respectively, instead of 15.0 and 16.2 KJ/m
@13#!. However, the general temperature dependence is a
quite well reproduced by the simulation.

NMR experiments have also demonstrated the large r
tional anisotropy of ethanol@9,10,12#. Thus, together with
the behavior of the OH vector we have studied also how
perpendicular vectors to this one reorient: one in the C
plane and the other perpendicular to it. Figure 10 shows
results obtained at two different temperatures. The OH v
tor presents the slowest relaxation, due perhaps to the fo
tion of H bonds along its direction which, if this was th
case, need to be broken in order to allow for their reorien
tion. The rapid librational motion commented before is a
parent in the curves corresponding to the OH vector and
vector perpendicular to the COH plane, while it is absen
the other, giving us some clues about the ‘‘geometry’’ of th
motion.

Fitting the relaxation times to an Arrhenius law we fin
that the reorientation about the OH vector has the high
activation energy~19 kJ/mol!, while the other two have simi
lar activation energies ('17 kJ/mol), in agreement with ex
periment, although as before we obtain higher values t
those evaluated from NMR data. The temperature dep

FIG. 10. Reorientational autocorrelation function of the OH ve
tor and two vectors perpendicular to it at 298~up! and 500 K
~down!.
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dence of those relaxation times also agree with the exp
mental finding that rotational anisotropy decreases as
temperature increases@12#.

To study the influence of H bonding we have recalcula
those reorientational autocorrelation functions by taking i
account the H-bond state of the molecule. To do this, we fi
determine for a given molecule how many H bonds it h
and then calculate the correlation function for a time inter
as long as the molecule remains in the same state, i.e
long as it does not break any H bond or form a new one. T
existence of a H bond has been determined using a geome
criterion, i.e., we consider that two ethanol molecules are
bonded ifr (O•••H)<2.6 Å, r (O•••O)<3.5 Å and the
angle (HO•••O)<30 °. For the case of ethanol, both th
geometric or the energetic definition of a H bond give very
similar results@20#. Figure 11 shows the results correspon
ing to the OH and dipole moment vectors at the same
temperatures shown in the previous figure. These functi
can only be calculated for short time periods, as at the te
peratures studied H bonds break and reform rapidly,
their statistical accuracy depends in the average numbe
molecules belonging to each state.

As expected, free molecules show the faster reorienta
and as regards the OH vector, molecules that have only
acceptor HB behave in a very similar way to monomers,
the HB does not hinder its motion in that case. This is not
case for molecules with a single HB but acting as dono
where the OH bond gets ‘‘fixed’’ and exhibits a behavi
close to that of molecules with two or more HB.

In terms of the dipole moment, molecules with only o
donor HB show a very rapid reorientation, even faster th
that corresponding to molecules with only one acceptor H
As when acting as a donor, the O and H atoms are relativ
fixed ~see the curves corresponding to the OH rotation!, this
reorientation must be due to rotations around the OH b
that would lead to a displacement of the nearest carbon to
hydroxil group, which also shares some electrostatic cha
in our model. The internal degree of freedom of the molec
possibly facilitates this motion. However, it is not clear wh
the rapid OH rotation of only acceptor molecules does
induce an equally rapid dipole rotation.

-

FIG. 11. Reorientational autocorrelation functions of the O
~left! and dipole moment~right! vectors for molecules with differ-
ent number of H bonds at 298~up! and 500 K~down!.
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The total correlation functions are shown as thick so
lines in Fig. 11. They correspond to a weighted average o
all the possible H-bond states, where the weighting fac
are the fraction of molecules with a given number of HB
Thus, at 298 K where 84% of the molecules have two
more HB the total function decays very slowly following th
behavior corresponding to ‘‘linked’’ molecules. Instead,
500 K where almost 80% of the molecules are monomer
have only one HB, the decay of the total function is close
that of those ‘‘mobile’’ molecules.

An alternative view. While rationalizing the observation
in terms of hydrogen-bonding interactions constitutes
frame of reference which is justified in terms of chemic
intuition, an alternative view of the dynamics of this excee
ingly interesting liquid is provided by a recent study on t
details of molecular motions within the rotator-phase crys
@41#. The relevance of such an study for our present purp
stems from the remarkable similitudes in local order betw
the normal liquid and the cubic bcc phase of the RP crys
This study using MD and quasielastic neutron scattering
concurrent tools has evidenced the presence of reorie
tional motions at both picosecond and nanosecond sc
within the crystal, while the experimental dielectric rela
ation time varies within the 1022–103 s time range@41#.
The most relevant part of such a study concerns the ass
ment of specific microscopic reorientations to the neut
scattering signals. This is here facilitated by the presenc
an underlying cubic lattice for the molecular centers of ma
which bounds the number of possible reorientations down
a manageable number. These are those connecting som
different basic orientations which arise in order to comp
sate for the different crystal site and molecular point gro
symmetries, and may be viewed as angular excursions f
a ‘‘preferred orientation’’ given as that where the CuO
bond approximately lies on the cube edge and the CuC
bond lies on the cube diagonal. As all diagonals and ed
are equivalent by symmetry, the molecule would perfo
dynamical reorientations among the referred 24 orientatio
From those, the most probable are the reorientations brin
the CuO bonds from the preferred orientation to all@100#
directions of the bcc lattice and the CuC bonds to all@111#
directions. Within the cubic crystal these are 90 ° rotatio
about an axis a few degrees offset from the CuO bonds
(C4) and 120 ° rotations around another axis also somew
offset from the CuC bond (C3). In either case, one of th
bonds is kept invariant whereas in both cases the norma
the CuCuO plane reorients to a new direction. Such m
tions are there found to be those which can be executed
minimal rearrangements in the orientation of neighbor
molecules and occur in a scale of picoseconds. Other r
tional motions which would involve larger angular excu
sions of the OH fragment such are the rotations (C48) around
the @100# directions perpendicular to the CuO bond, the
threefold rotations C38 around the three@111# crystal direc-
tions different from that of the CuC bond and the twofold
rotations C2 around the@110# crystal directions, will also
occur. Their frequency, however, was found to be sign
cantly smaller than that of the faster reorientations.

In consequence and having in mind the proviso of co
paring a system with long-range order in a time-avera
sense for the molecular centers-of-mass with a liquid,
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can understand the very different reorientational proper
of the three molecular vectors in the light of the results j
referred as a net effect of the packing of neighboring m
ecules. In any case, further theoretical and experimental s
ies are required in order to be able to determine unam
ously the role played by steric and electrostatic effects in
or similar systems@43,44#.

IV. DISCUSSION AND CONCLUSIONS

The main drawback of the interparticle potential used
the current simulation concerns the reduced values of
static dielectric constant and the dielectric or reorientatio
correlation times with respect to experiment. Such a discr
ancy which is shared by a good number of simulations c
ried out for similar systems indicates that the model poten
gives rise to too fast reorientational dynamics. This sho
coming cannot be solely attributed to the modelling of t
electrostatic interactions since steric effects will also pla
significant role in driving a dynamics which is faster than
experiment.

The model used is, however, able to reproduce qua
tively the experimental observations as well as the gen
trends exhibited by the temperature dependence of the
rameters characterizing the main spectral bands. At ro
temperature, the relaxation spectrume9 shows four well-
defined features having associated relaxation times which
in semi-quantitative agreement with those of the three m
bands reported by experiment@6,8#. The slowest relaxation
time is the parameter better defined. Its collective nature
demonstrated by its temperature dependence which
sembles that of the shear viscosity.

As expected, the temperature dependence of the re
ation times follows Arrhenius laws within the whole tem
perature range. If this behavior is extrapolated to lower te
peratures one finds that the simulation should match
primary (a) and secondary (b) relaxations observed in ex
periments@4#. However, longer simulations should be do
at low temperatures in order to check whether this extra
lation is valid and determine how thea relaxation starts to
deviate from Arrhenius behavior when approaching the gl
transition temperature. Some signs of this incipiently dive
ing behavior have been found previously when study
some other single-particle properties. However, what ha
pers further progress in conducting studies in the interes
region of the deeply supercooled liquid, is the fact that
dielectric relaxation times nearTg are far too long~of the
order of hundreds of seconds! to be reachable by brute-forc
computer simulations.

The total dipole autocorrelation function shows a rap
initial decay at times less than 0.5 ps which is followed by
two-exponential decay. The origin of such rapid decay sur
has to do with the lowest frequency molecular librations
well as with high-frequency vibrations. On the basis of p
vious calculations for the glass@4#, supercooled liquid, and
monoclinic crystal @17#, the lowest frequency whole
molecule librations which show a main peak at frequenc
about 2 THz where found to be the microscopic entities g
ing rise to theb relaxation.

As regards the microscopic nature of dynamic proces
giving rise to the relaxation bands having frequencies loca
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between the maina peak and those of microscopic natu
~i.e., theb peak and the higher frequency libration!, the dif-
ficulty of assigning an specific microscopic entity to tho
arises from the fact that they are located in a frequency ra
which is in between that dominated by stochatic motio
~molecular rotations and translations! and a regime where th
liquid short-time dynamics~i.e., vibrations! become domi-
nant. The safest approach is thus to consider the relaxa
times characterizing this spectral region as a means to
scribe the data since such regions of the spectrum su
include different motional contributions having rather simi
relaxation times.

In summary, computer simulations carried on moderat
sized samples are able to predict the most salient feature
the dielectric function. The main limitation to cross over
the regime belowTA seems to be linked to the accuracy wi
which the relevant autocorrelation functions are evalua
but not with the system size. In other words, this sugge
that the relevant interactions which will give rise to glas
dynamics at lower temperatures are confined down to a
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tens of Å. Finally, it has become apparent that a truly mic
scopic approach is needed to understand in detail the or
of relaxations occurring at higher frequencies than the m
a peak. Molecular motions within this range of frequenci
should be regarded as arising from an interplay between
chastic~rotational and translational difusion! and vibrational
~high-frequency librations! motions which need to be mod
elled in detail.
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