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The frequency-dependent dielectric function of ethanol at temperatures within the normal liquid range is
evaluated by means of computer molecular dynamics simulations and compared with recent experimental data.
The calculated spectra show a similar structure to those reported from experimental measurements and the
temperature dependence of its most prominent bands also follows the experimental estimates. An attempt is
also made to assign the most intense bands to specific molecular reorientations.

PACS numbds): 61.20.Lc, 02.70.Ns, 77.22.Gm

[. INTRODUCTION In addition, the material has been thoroughly investigated
recently in connection with the glass transitiditb—17. As
The interest in understanding the microscopic origin ofknown since two decades afib8], ethanol can be quenched
the most prominent features appearing in the dielectric funcavoiding crystallization to form a glass which shows a glass
tion e(w) of low-molecular-weight glass-forming liquids transition temperaturd,=97 K. If the liquid is cooled
stems for the wide use of the technique as a tool for explordown at a rate about 2 K/min or the glass is annealed be-
ing the dynamics of very viscousupercooleglliquids over  tween 97 and 115 K, a rotator-phadP) crystal is formed,
many frequency decadg$]. In this respect, the dynamics of where the molecules are translationally ordered on a bcc lat-
most molecular materials as explored by dielectric spectrosice but can rotate freely. Dynamically, such phase has been
copy shows a rather characteristic behavior as the glasshown to be remarkably close to the supercooled liquid
transition temperatur@ is approached from above. While (SCL) at least at the characteristic scales sampled in dielec-

the usual Vogel-Fulcher-TamarfFT) equation tric relaxation experimentst]. This phase also undergoes a
further calorimetric glass transition at about 97 K, involving
T(T)=719exd AI(T—Ty)] (§D) the freezing of the molecules at random orientations, leading
to an orientational glass.
is followed by the dielectric relaxation time(T) down to The similitude in relaxational behavior of the SCL and RP

Ty, a limiting temperatureT, seems to exist in low phases thus provides some clues on the importance of reori-
molecular-weight liquidg2,3] above which the behavior of entational motions at temperatures ab®ytbut it still does
7(T) is better described by a simple Arrhenius law. not tell much about the microscopic origin of both relax-
In contrast with polymers and complicated organics, theations as sampled in dielectric experimeptsl9]. Our aim
study of low-molecular-weight glass forming liquids openshere is therefore to contribute towards the understanding of
up the possibility of understanding the dynamics about thehe dielectric spectrum of ethanol at temperatures afiQue
glass transition without having to recourse to strong assumpghat is in the low-viscosity regime, where most motions are
tions concerning the nature of motions being sampled withirexpected to show a dominant single-particle character. For us
a given experimental frequency window. A number of mate-this seems to be a prerequisite for the understanding of the
rials has been investigated in recent times and some commdar more complex dynamics of the supercooled liquid which
trends have been fouri®,4]. Among them, liquid ethanol shows charateristic relaxations beyond reach of the current
has been investigated using a full suite of techniques such a®mputing capabilities. To achieve the above stated aim we
dielectric relaxation[5-7], far-infrared spectroscopy8], explore by means of molecular dynami®4D) simulations
NMR relaxation9—14), viscosity measuremenitg,14], light  the reorientational motions and the dielectric behavior of a
scattering 14], or incoherent quasielastic neutron scatteringsimple model of ethanol. The performance of the employed
[14]. The picture that emerges out of such studies is not fullyforce field as well as some alternatives for its possible im-
consistent, due perhaps to a number of asumptions employgaovement were described in a previous contribuf2gi, as
when analyzing the data. it also were the predicted features concerning some dynami-
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TABLE I. Simulated thermodynamic states and results obtained for the static dielectric cos(§iqrdand the single and collective
relaxation times in pgsee text The experimental results f@(0),, have been taken from Reft5] (at 273 K), [6] (at 298 K), and[46]
(between 333 and 500)K

Run T (K) p (glen?)  Simulation time(ns) €(0) €0)expe 75 (ps) 5 (ps) 3" (ps) " (ps)
A 273 0.806 8.2 26:3 28.5 155 3.4 49 121 5,16
B1 298 0.785 4.9 183 24.3 67 1.2 39 8.11.1,1))
B2 300 0.785 6.0 193 24.3 62 1.5

B3? 300 0.785 2.0 1%5 24.3 104 13

B4 294 0.785 2.0 185 24.3 72 2.0

C 333 0.754 4.9 1160.6 19.7 19 0.93 15 2 .00.65,4.1
D 353 0.737 4.9 1150.4 17.2 13 0.37 10 1.0.61,3.5
E1l 400 0.681 4.9 860.2 12.6, 10.6 5.4 0.54 4.4 1.0
EX 400 0.681 2.0 9104 12.6, 10.6 4.9 0.46

F 450 0.605 4.9 6:30.2 7.8 2.9 0.84 2.2 0.54

G 500 0.469 4.9 410.1 4.4 1.4 0.27 1.2 0.44

awith 524 molecules.

bWith 524 molecules an®,=17 A, R.=18 A.
CWIth Erf:8.6.

At 393 K.

eAt 413 K.

fAt 453 K.

9At 503 K.

cal aspects of the normal and supercooled ligil§. Ex-  validity of our results in different ways, as it is detailed be-
plicitly, here we investigate the origin of the three distinct low.
relaxations found in dielectric measurements on liquid pri-

mary alcohold5,6], which still needs clarification. Il RESULTS
A. Statistical accuracy and size effects

Il. MODEL AND COMPUTATIONAL DETAILS To check the statistical accuracy of our data as well as

MD simulations at seven different temperatures have beeRoundary conditions and size effects, we performed several
carried out using the OPLS potent[22], which gives good tests. Four different rund81-B4) were carried out for room
results for the main thermodynamic and dynamic propertieéemperature conditions. Runs B1 and B2 were carried under
of liquid and glassy ethanol. The simulated system consiste@xactly the same conditions, which are those described in the
of 216 ethanol molecules placed in a cubic box with periodicPrevious section and employed in all the other runs at differ-
boundary conditions. All the simulations were performed inént temperatures. This provides some measure for estimating
the microcanonical ensembleonstant NVE at the experi- the error bars of the calculated data as well as the maximum
mental densitie$23]. The equations of motion were inte- time at which the collective correlation functions studied
grated using the Verlet leap-frog algoriti@4] with a time ~ here are obtained with reasonable accuracy. In run B3 we
step of 2.5 fs and bond lengths and angles were constrain&mulated a larger system, with 524 molecules instead of
by means of the SHAKE a|gorithr[25]_ The interpartide 216, but with the same cutoff than that used previously,
interactions were truncated using a cut@ff=12.5 A anda While in run B4 we employed again 524 molecules and a
switch function to avoid energy driff@6]. The chosen form longer cutoff, Rs=17 A andR.=18 A. This allows us to
was that described by Alonset al. [27], and as before we test independently the effects of increasing the size of the
usedR,=11.5 A, beingR, the onset of the switching func- System or the cutoff employed. Three properties have been
tion [20]. Long-range corrections due to the neglect of dis-considered in some detail: the static dielectric constant, the
persion interactions beyong. were applied[24] and the total dipole time autocorrelation function and the distance
electrostatics was treated using the reaction field techniquéependent Kirkwood factor.
with a constante;= 25 for the dielectric permittivity of the ~ The static dielectric constar#(0) was calculated using
continuum[24,28). This value comes close to the experimen-the appropriate formula for the reaction field boundary con-
tal static dielectric constant of ethanol at ambient temperaditions[31]
ture[6] and we used the same constant in all the simulations
performed. This method of treatment of the long-range inter- 1 4_77 (M?) - [€(0)~1][2€q+1]
actions has proven to give results that agree with those ob- Amey 3 3VkeT 3[2e4+€(0)]
tained using Ewald sumig9,30 and is simpler and faster
than the later. In contrast, the results are more size-dependenheree is the vacuum permittivityM = =, g;(t) is the total
than those obtained when using lattice methods, so som@ipole moment of the systenv, is the volume, and is the
care needs to be exercised. In consequence, we checked @nerage temperature. The results of the four runs are given in

@
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FIG. 1. Running average of the static dielectric constant at 298
K using different conditiongsee text for detai)s
Table I. They agree within their statistical erf@2] and they 10
are also in agreement with the value f0)=16+1 ob- 0 4 8 12 16 20
tained using the Ewald sum methf@B]. The running aver- r(A)

age for this quantity along the simulation is plotted in Fig. 1, FIG. 3. Distance dependent Kirkwood factor using different

which clearl_y shows that very Ion_g times are required 'nconditions(see text for details
order to achieve convergence of this property and reduce the
error bars dovyn to Qcceptable sizes . The distance-dependent Kirkwood factor
The total dipole time autocorrelation function

(M(O)M(D)
tH=——"°
(M?)

1/1
| @ G(N =1 < e JE< u.u,> @
has also been evaluated and it is shown in Fig. 3. Once again,
is shown in Fig. 2. The curves corresponding to runs B1 andarge errors are involved, as can easily be checked by com-
B2 agree reasonably well up to 50-60 ps, while the otheparing the two curves corresponding to run B1, one of them
two show deviations due to the larger error incurred whercalculated averaging over the full trajectory and the other
performing shorter runs. Taking into account the large errocomputed averaging only over the first nanosecond of simu-
bars shown in the figure, one sees that the calculated rela¥ation, which is the same time used for the calculation of
ation times obtained from fits of the curves to a biexponenG(r) for runs B3 and B4. These quantities have been evalu-
tial function (see next subsection and Tableare also in  ated using the whole of the simulation box, so some artifacts
good agreement with those reported for the Ewald methodould appear due to the use of the minimum image conven-
[33]. This figure also illustrates the difficulties involved in tion for distances beyond/2, corresponding to the radius of
the calculation of dielectric properties, and in particular, itthe largest sphere that is containable into the simulation box
shows how accurate values for the computatiod¢f) are  [30]. This radius is 13.8 A for run B1, and 18.5 A for runs
in this case only those up to a maximum time of about 50-6®3 and B4, but no important distortions are apparent in our
ps, i.e., about one hundredth of the total simulation time. results due to this fact, as checked by comparing the curves
corresponding to runs B1 and B3. Thus, the use of a larger
1 T i T ' ‘ system does not modify much the dipole-dipole correlations.
However, the use of a longer cutoff do change greatly the
behavior ofGg(r), shifting and increasing the height of the
second peak and moving the first minimum and the follow-
ing maximum to distances close to the new cutoff. Therefore,
this feature seems to be directly related to the cutoff of long
range interactions.

An extensive study about the use of the reaction field
method and the influence of the conditions employed has
been done by Van der Spoet al. for the case of watdi34].
They found thate(0) increased when using a larger system,
while there were no clear systematic effects on the dielectric
behavior when a longer cutoff was used, although large dif-
ferences irG(r) appeai34]. The errors of our data prevent
a full confirmation of their conclusions, but it seems that in
0 : ‘ : : ‘ . . ‘ ‘ our case size effects, if any, are of little importance in com-

0 10 20 30 40 50 60 70 8 90 100 . ; A . ! :
£ (ps) parison Wlth the stat.|st|cal errors incurred in the qalcula_non
of collective properties, unless extremely long simulations

FIG. 2. Total dipole time autocorrelation function at 298 K us- are carried out. As an example, we find that our simulations
ing different conditiongsee text for details of 2 ns carried out using a larger system are still too short to

o)
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allow a clear comparison with the longer runs, as Figs. 1 and B. Static dielectric constant
2 clearly evidence. However, the agreement between the re- 1 giatic dielectric constant was calculated by means of

sults presented here and those found using the Ewald meth%_ (2) and the results obtained for each temperature are

[33] indicates that in this case the particular boundary CONghown in Table I. The calculate(0) is consistently below
ditions employed do not change significantly the static di-

; ) ; ~"experiment at all temperatures, although such discrepancy
electric constant nor the total dipole time autocorrelationyacomes less important with increasing temperature.
function. Nevertheless, as far as the distance-dependent Using a model very similar to that employed here, Skaf
Klrkwood_ factor is conce_rne_zd, our data clearly conf!rm theet al.[36] obtainede(0)= 24 2, for methanol while experi-
observatlons O_f Re_[.34], indicating that long range dlpol_e- ment gives 32. By introducing the effect of induced dipoles
dipole correlations indeed are dependent upon the particulay, o 15" molecular polarizability ae(0)=42 results which is
conditions employed. Further stud@s_to check the extent ok, ahove experiment. This overshoot is attributed to the
these effects and the best way to eliminate them are require ct that some of the collective effects are already included in

Finally, we have also checked the influence of the useqhe enhanced effective dipole moment used in the model

reaction field constant. As indicated in the previous section : . . .
we have always used,=25, which corresponds roughly to [36]. Our results agree with that interpretation, as collective
f § ffects should become less important with increasing tem-

the experimental dielectric constant of ethanol at normaf . ) .
conditions. At 298 K this is about 30% higher than the di- perature or decreasing density, so that the differences be-

electric constant corresponding to the model emplofgesd tween the calculated and the experimental dielectric constant

Table ) and such difference increases with increasing temWould diminish, as indeed is observed. .
perature. Since that constant appears in the reaction field However, a word of caution on oversimple explanations
method only in the expression 2{—1)/(2¢:+1), which  for such discrepancies is in order. It has to be noticed that not
goes rapidly to one with increasing; , the results are quite all effects giving rise to such departure from experiment can
insensitive to the particular choid@4]. Nevertheless, we be ascribed to a somewhat crude modelling of the electro-
decided to test which was the effect of replacing it by thestatics. In fact, the value of(0) is also dependent on the
lower value corresponding to the real dielectric constant obrdering state of the sample and the latter obvioulsy arises as
the model, so at 400 K we performed a second simulatiora consequence of the combined effects of electrostatics and
using the dielectric constant obtained in the first run. Thesteric interactions. In consequence, removal of such discrep-
results obtained for the dielectric constant and the collectiveincies would surely involve more refined models to repre-
relaxation times are shown in Table I. The differences besent both Coulombic and dispersion interactions. The point
tween both runs are quite small, thus indicating that the usgherits some pondering about. In fact, it is known from com-
of the same reaction field constant at all temperatures doggyter studies in molecular crystals that inclusion of detailed
not largely affect our results. , interactions between hydrocarbon prot¢is., CH;,CH,) is

As a whole, all these aspects evidence the problems foungk f,ngamental importance for the stability of some lattice
when calculating dielectric properties and the magnitude Ofy\ oy res. The main problem inherent to such fairly detailed
the errors involved. However,_ th_e similarity of th_e resl.”tsrepresentations of the intermolecular interactions concerns
obtained in runs B1 and B2 indicates that the SImUI"j‘t'onscomputational costs, which would severely limit the time
performed are long enough to allow us to obtain reliable dat?lvindow amenable to be explored by MD simulation means,
for the dielectric constant and the total dipole time autocor-ry point of the dependence of the computed electrostatic
relation function, although for the later only the initial part of properties on details of theolecular geometrys glaringly
the curve is obtained with reasonable accuracy. illustrated by the work of Hohtl et al. who found that the

V:{thet_n Comptz;rlng W':P eép:e_r |m§r]1t, t?he a(ljgrleerF_ent IS otnly alculated dielectric constant of liquid water was extremely
quaiitative, as the results obtained for the dielectric constanty gy e 1o the particular value of the bond angle used in the

tohr thethdielec]:‘tric gorrelati_on titml?s ﬁ_rﬁ consideLablybsmallermodel, while the strength of the molecular dipole moment
an those found experimentally. 1he same has been Ot?fad a much smaller influend@7]. This could explain the
served for methandl35,36. For water, a great number of

. ) _somewhat puzzling result that even at 500 K, where we ex-
different models have been used in order to reproduce dlf; P g

however, that no simple model is able to account quanti
tively for the whole of empirical observationsee, e.g.,
Refs.[34,37], and references therginEven more complex
models, where polarization is introduced explicitly and not
through the use of an effective dipole moment, do not im-
prove the agreement between simulation and experiment in In Fig. 4, the total and single-dipole time autocorrelation
this aspec{38]. Nevertheless, this drawback does not putfunctions are shown for several temperatures. As expected, at
into question the usefulness of our simulations, as the qualhigh temperatures the collective function follows quite
tative or, for some properties, even quantitative agreemertlosely the curve corresponding to the reorientation of indi-
gives confidence in that the basic physics is well accounteslidual dipoles, while with decreasing temperatym in-

for, so that the information yielded by the simulations can becreasing densijycooperative effects are enhanced and both
used to understand better which microscopic processes gifanctions depart from each other, being the collective relax-
rise to the experimental observations. ation much more slower.

C. Time- and frequency-dependent dipole correlation
functions
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These three distinct regions may be described using three
spectral distributions with their corresponding relaxation
times. At room temperature, Barthel al. [6] report values

for the corresponding relaxation times of 163, 8.97, and 1.81
ps; while Kindt and Schmuttenmaer obtain almost the same
value for the main relaxation, which is associated with coop-
erative motions, but much smaller times for the second and
third processes 3.3 and 0.22 ps, respectively. They attribute
those differences to the limited spectral range used in the
previous study8].

Our results give smaller times far5® than experiment.
The same has been found in methaf®8] and, as for the
static dielectric constant, the reasons alluded above concern-
ing the somewhat crude molecular model employed should
be at the origin of such discrepancy.

In what concerns the characteristic tim§” associated
with the second relaxation region and evaluated from the fit
of ®(t), it has to be pointed out that it can only be estimated
under large uncertainties. These arise from the small ampli-
tude of the signal as compared to the main relaxation, the
presence of more than one spectral comporiastwill be
discussed beloyy and finally, the large error bars associated
with the calculation of this property, as discussed above. Our
fitted value forrs” is close to the time found by Barthel al.

[6] for their third process, which would imply that there exist

(), D (1)

D), (1)

D), D (1)

s another intermediate process that is masked by the statistical
& accuracy of our data. However, from the data of Kindt and
e Schmuttenmaer one could argue that it corresponds to the
© second process, which as for the main relaxation is again
0 R e faster in our model than in real ethanol, while the third pro-
0 9 3 cess observed by those authors would correspond to the ini-
t(ps) tial fast decay of®(t), which takes place at times of the

FIG. 4. Total(solid line) and single(dashed ling dipole time ~ S&Mme order than that found by them. The relationship be-

autocorrelation functions at several temperatures. The insets sholfveen the relaxation times obtained from simulation and ex-
in detail the short time relaxation. From up to down the figuresPeriment and their possible physical origin will be treated in

correspond to the following temperatures: 273, 298, 400, and 506101€ detail below, once the results obtained for single reori-
K. entations are presented.

The temperature dependence of the relaxation times is
shown in Fig. 5, together with experimental d@4al3] and
the corresponding Arrhenius fitshown as dotted lings

At very short times®(t) shows a very rapid decay and Even if account is made of the limited temperature interval
an oscillatory behavior with a period of about 0.05 ps. Thisexplored, the statistical errors involved and the discrepancies
feature also appears in the self-function and is obvioushbetween experiment and simulation, an extrapolation to
connected with a very fast movement, apparent also in thgswer temperatures suggests that the slower process seen in
atomic velocity autocorrelation function and associated withour simulations is at the origin of the primary relaxation
librational motions of the hydrogen hydroxyl atoms of observed in supercooled liquid ethanol, while the fastest one
H-bonded moleculel33]. With increasing temperature these is somewhat related to the secondary relaxatio process.
oscillations become blurred because of the diffussive moThe apparent activation energy obtained for the main process
tions, which are gaining importance with respect to vibra-is about 23 kJ/mol, which is some 5.5 kJ/mol above that
tions. Beyond 0.5 psp(t) can be well fitted by a biexpo- found in dielectric measuremerit9]. The computer liquid
nential function, as found for methan@6]. Thus, we have thus shows a dynamics which is faster and harder than ex-
fitted the region 0.8t<50 ps, where the statistics are good periment. This surely has to do with the model used to rep-
enough to obtain reliable dataee Fig. 2, to a sum of two  resent the intermolecular interactions which leads to an en-
exponentials. The relaxation time%‘)' and 7-50', obtained for hancement of the interparticle correlations at short ranges.
each temperature are given in Table I. Although large uncer- The relaxation times obtained from the simulations using
tainties are involved, as can be gauged by comparing the dathe Debye approach—those calculated as integrals over
corresponding to runs B1-B4, the longer two runs at 298 Kd(t), using the fitted biexponential function to account for
give times that agree with each other and with those previthe contribution at times longer than 10 ps—follow the same
ously reported 33]. trend as the experimental ddt8,40 and qualitatively agree

Experimentally, three relaxation regions are found in pri-with them, as Fig. 5 clearly shows. Thus, the temperature
mary alcoholg5], whose origin is still controversi$b,6,39. dependence of the primary relaxation is reasonably well re-

1. Collective dynamics
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w . tions than for those of single molecules. The latter as shown

4, Expt., Timenez-Ruiz et al. [41) in a recent neutron study1] are able to reorient at picosec-
2L VT“ (Expt., Jimenez—Ruiz et al. [4]) i ks ) . .
% 1, (Expt., Ludwig et al. [13]) ond rates under conditions where the main relaxation time

ol ;:m‘(ﬁgi‘;‘sls:‘;g | (that of thea peak already reaches macroscopic tinjds
%, (MID, this work) In other words, at the characteristic temperatures where the

i supercooled liquid and rotator-phase crystal exist, single-
molecule rotations are far less hindered than other motions

g -4+ v such as those of collective origin which surely require rela-
%g tively large rearrangements of neighboring molecules to take
= —6r 7 place.
One thus expects that the temperature dependence of the
ad i single-particle relaxation timeﬁe"shows a far milder behav-
ol | ior than their collective counterpart, as indeed is observed.
- & - )
o v Furthermore, at sufficiently high temperature one also ex-
12 b éjcﬂg”' | pects that75®" should approach a limit where the single-
2 ' : ‘ ' molecule relaxation function could be approximated by the
0 5 10 15 20 25 form [42]:
1000/T (K '
FIG. 5. Dielectric relaxation times. The solid lines correspond to keT kgT  kgT
fits to the experimental dafal]. The crosses represent the Debye fbs(t)ocex;{ - (I B +| B + B )t} (5)
relaxation times of Ref413] and[40]. The circles and the squares 121 2Pz 73P3

correspond to the relaxation time$” and 75" obtained from the fit
of ®(t), respectively, and the diamonds represent the relaxationvherel; stand for the principal moments of inertia aBdfor

times obtained integratindp(t). the associated friction constants. Since the ratio of the ex-
) treme values for the principal moments of inertia of an iso-
produced by our simple model. lated ethanol molecule can be as large as 4.2 one may expect

The second relaxation time5” is obtained less accu- to find in such high-temperature limit a clear signature of

rately, as evidenced by the scatter of the data shown in Fighonexponential behavior arising from anisotropic molecular
5. Thus, the statistical accuracy of the parameters derivegborientations.
from the Arrhenius fit to these data is neccessarily low. With  As can be seen by the comparison betwdeyft) and
such a proviso in mind, we should point out the interestingd (t) provided in Fig. 4, there are still some clear differences
coincidence between the extrapolated frequencies at teni the shape of the two functions at the highest explored
peratures where experiment shows clgapeaks and those temperature. To allow a direct comparison with the experi-
actually measured for th@ relaxations in the range of tem- mental data of Barthadt al.[6] we fittedd (1) to the sum of
peratures where it becomes well separated from the maifjvo and three exponentials. In doing that we noticed that
relaxation(i.e., basically, belovﬂ'g). Such an indication thus while the relaxation times corresponding to theprocess
suggests that the motions sampled well within the glassemained unaffected by the number of fitted decays, the
phase correspond to those with time scales comparable witfpjye of 75 is then split into two having times of the same
7% within the high-temperature liquid. order of those given by experiment. The times so obtained
are given within parenthesis in Table I.

2. Single-molecule orientational dynamics Above 400 K, we did not get reliable values for relaxation

The single-dipole correlation function times when employing a third process. Moreover, we could
not either fit the collective function to a sum of three expo-
Dy(t)=(pi(0) - (1)) u? nentials at any temperature. The fact that this could only be

L . done for®4(t) at the lowest explored temperatures can be
has been studied in the same way. As it was the case for theisnalized on the basis ¢8) a widening of the time scale
collective & (t), a single exponential cannot account for its geparation between the three relaxations as the temperature is
shape well beyond the initial decay, so again we used tWQo reased andb) the much better statistical accuracy of
exponentials to fit the data in the same interval as before(DS(t) as compared with its collective counterpart. In other

. : : elf self ; H . . :
The obtained relaxation time§® and73™', are also givenin \yords; the closeness in time scales as temperature raises to-

Table I. The same difficulties are experienced here regardingether with the dominant weigth of the lower-frequeney
the time range used to fit the curves. Whif"is reasonably peak, makes the parameter estimation problem strongly il
independent of the chosen lapse of tim&:" shows some conditioned, and thus no reliable values for the smaller times
changes depending on the range employed to fit the curvecan be derived in this temperature range.

As expecteds5°'= 75" for all the explored temperatures  As referred above, a further complication to be taken into
and the difference between the two becomes larger as theccount concerns the anisotropic nature of the molecular ro-
temperature is decreased. This, which runs in full paralletations. This would render inadequate the description of such
with the experimental observations, comes as a result of thaotions in terms of an unique relaxation time. However,
increasing importance of the coupling of molecular reorien{from Eq. (5) it becomes clear that the relevant quantities are
tations to the collective degrees of freedom as the temperahe productd;B; of moments of inertia and friction terms.
ture decreases which leads to longer times for correlated mas discussed below, a partial compensation of effects seems
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20 peak” explain the difficulties to describe the time-domain

spectra in terms of a sum of exponentials which were com-
mented above.

What, however, gives some hints about its nature is its
dependence with temperature. This is revealed, even to the
] most cursory glance, by following the temperature shifts of
such shoulder together with that of the main peak. In doing
this one sees that both the peak and the shoulder follow
STk basically the same temperature dependence while the higher

298 K frequency peak shows a milder behavior and the highest
oo peak shows no strong dependence with temperature.

In parallel with the way followed to analyze experimental
E p » N datal4], bothe” ande” extending up to frequencies covering
J 27N — the « peak and the “wing” have been fitted simultanueously
= o ' S mm—— using a model function built from two Cole-Davidson distri-
butions. Such a model was able to describe the data very
accurately and from there values for two relaxation times

FIG. 6. Real and imaginary parts of the frequency dependenspecifying the main peak and “wing” were derived. In do-
dielectric function at the temperatures studied. ing so we found that both the temperature dependence of

both relaxation times followed Arrhenius behaviors with ac-
to be in operation since as NMR experiments reveal, théivation energies of 19.7 and 19.4 kJ/mol, respectively. The
stronger anisotropy occurs at low temperatures. main difference between both distributions thus regards the
preexponential factors which are now different by two orders
of magnitude. As expected, the exponents of both distribu-
tions were found to have reached the Debye limit quite

The dispersive’ and dissipative:” parts of the dielectric ~ closely (i.e., both are basically unitand the relaxation
function as calculated from the relaxation spectra describegitrengthss,— €.. were also found to behave quite differently,
above are shown in Fig. 6. The spectra have been calculaté@at of the main band exhibiting a linear decrease with tem-
following Ref.[31] using the fitted relaxation times to evalu- perature while that for the “wing” shows a scant depen-
ate the low-frequency part. At least four different extremadence.
are now revealed in botl' and€”. These appear as disper-
sion signals ire’ and as peaks and shouldersin The latter
function shows a strong low-frequency, arpeak, a clear The spectra ofb¢(t) have also been evaluated following
shoulder, and two high-frequency peaks. Taking the 273 Khe same procedure than that employed fodi{g) collec-
spectra as a reference, one sees the stiopgak centered at tive counterpart. Although such transforms are quantities not
about 8<10® Hz, followed by a clear shoulder around 6 amenable to experiment they can be interpreted as those de-
x10'% Hz, a well defined peak at aboutx2l0'?> Hz and  scribing the projection of all the liquid dynamics into a
finally, a narrow feature at a frequency somewhat in excesstagged” molecular dipole and therefore play the same role
of 2x10'® Hz. The assignment of these features is facili-as the generalized frequency distribution for a monoatomic
tated by having at our disposal information on the time defluid.
pendence ofb(t). The last peak can thus be unambiguously A set of curves showing the dispersive and dissipative
identified with the high-frequency oscillation seen in both parts of the transforms ab4(t) are depicted in Fig. 7 for and
o (t) and d(t). Its physical origin is thus ascribed to a equivalent set of temperatures to that considered for the di-
high-frequency vibrational motion as referred to above, ancelectric function. The most remarkable features exhibited by
its narrow shape is indicative of a rather localized naturethe aforementioned graphs are the presence of a minimum of
The somewhat broader peak appearing at frequencies abdiite spectral components which show somewhat disparate
2% 10'? Hz shows the characteristics usually ascribed go a dependences with temperature. The lowest frequency and
relaxation. Its frequency follows a milder dependence withmost intense feature which appears as a peak at about 4
temperature than that exhibited by the strongepeak and, Xx10° Hz shows a very marked shift towards higher fre-
as shown in Fig. 5, such dependence would, at temperaturggiencies as the temperature is raised. The same applies to a
below T, match that reported by relaxation experimeds  high-frequency wing which is barely visible below the main
While assignment of the lowest frequency peak presents npeak at the lowest temperature but it is seen as a clear shoul-
significant difficulty since it shows the behavior expected forder at 6 10'° Hz at intermediate temperatures 850 K),
an a-relaxation peak and also has a clear time-domain couras well to a well defined shoulder seen at about 2
terpart, assignment of the shoulder which appears about twa 10'* Hz at the lowest temperature. In contrast the higher-
frequency decades above it is definitely more involved. Suclirequency features such as the narrow peak>ail@=® Hz,

a feature is also present in the experimental spectrum ahe shoulder at about ¥%610*2 Hz, the peak at about 2
many glass-formers and is usually referred to as a “wing.” x 10> Hz and the intensities within the region 0.3-2
Because of its rather structureless and fairly broad shape it 10'> Hz experience a rather mellow temperature depen-
cannot be identified with any definite feature in the time-dence, showing in all these cases a small frequency softening
domain spectra, although its presence together with tBe * as the temperature is raised.
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4. Frequency spectra of the single-dipole correlation function
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FIG. 7. Real and imaginary parts of the frequency spectrum of
the single-dipole autocorrelation function at the temperatures stud- "o 1 2 3 4 5
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FIG. 8. Reorientational autocorrelation function of the intramo-
The behaviors referred in the above paragraph seem inecular vectors at 298 K. The inset shows in detail the short time
dicative of the existence of two relatively well separated fre-behavior.
guency domains in the spectrum®{t) which comprise the
region of thea peak including its leading eddene “wing”)  of COM(t), whereC,(t) =(P,[ cos(t)]), whereP,(x) is the
and the higher-frequency shoulder and the higher-frequencyecond Legendre polynomial ast) the angle swept by the

dences it is appealing to consider that motions taking placg, such a way with experiment in Fig. 9. We have also plot-
up to frequencies comprising the main peak, wing and shoul-

der are of the same nature involving a strong coupling with - - . ‘ . - g
the macroscopic viscosity whereas those at higher frequen- L €]
cies concern fairly localized motions. 100 ¢ 5 3
u
2 | . X
D. Geometry of single-molecule reorientations N 10 .5'0

We have analyzed the rotational motions of the individual © 10 L o g ]
molecules by monitoring the reorientations about directions &
defined by each of the intramolecular bonds used in our W o° ]
simple model, i.e., CC, CO and OH. None of these coincides 107 ¢ E
with any of the principal axis of inertia and therefore all the , B , , L
calcuated quantities are expected to show some complicated 10" £ ' ' N
dependence with time. Their behavior at room temperature is i ]
shown in Fig. 8 together with that corresponding to the mo- 10° L "’ J
lecular dipole moment vector. The rapid initial decay of the g ..-' x ]
function associated with the CC vector can be attributed to 1 i o ©
the extra movility provided by the internal torsion, which at 59,. 10 = 9 3
room temperature has a very short relaxation t{less than i 9(0 ]
1 p9, as shown beforf21]. This effect would also favor the 10° i o ]
rotation of the OH vector, but this one is impeded by the e O
hydrogen bonds formed along its direction, as they have to O
be broken to allow this vector to rotate. Additionally, on the 10" ' ‘ . :
grounds of molecular geometry the rotations around the axis 2 3 ‘fl >

1000/T (K™)

of inertia that imply less rearrangements of neighboring mol-
ecules will be favored, so the net result is a combination of £ 9. (up) Longitudinal dielectric correlation timesee text

the influence of the hydrogen-bond network and steric ef-he plack squares correspond to the experimental[daizand the

fects. big open circles to the present simulations. The small circles corre-
Ludwig et al. have obtained rotational correlation times spond to previous results obtained at a pressure of 0.8[Rfvhand

for the OH group at several temperatures by means of NMRhe crosses to simulations done using the Ewald &8s (Down)

relaxation experimentfl3]. The relaxation times measured Rotational correlation times of the OH veci@ee text Symbols as

by this technique are, in principle, equivalent to the integralabove.
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0.6 : ) o
§ (left) and dipole momentright) vectors for molecules with differ-
d ent number of H bonds at 298p) and 500 K(down).
€04
5\1 X
02 dence of those relaxation times also agree with the experi-
) mental finding that rotational anisotropy decreases as the
0 temperature increasg¢s?2].
0 To study the influence of H bonding we have recalculated

those reorientational autocorrelation functions by taking into
account the H-bond state of the molecule. To do this, we first
FIG. 10. Reorientational autocorrelation function of the OH vec-determine for a given molecule how many H bonds it has
tor and two vectors perpendicular to it at 298p) and 500 K and then calculate the correlation function for a time interval
(down). as long as the molecule remains in the same state, i.e., as
long as it does not break any H bond or form a new one. The
ted in that figure the longitudinal dielectric correlation timesexistence ba H bond has been determined using a geometric
given by the same authors, which are related to the macreriterion, i.e., we consider that two ethanol molecules are H
scopic relaxation timep shown before and can be comparedbonded ifr (O- - -H)<2.6 A, r(O---0)<3.5 A and the
with the integral reorientational correlation times ®{(t).  angle (HO--0)<30°. For the case of ethanol, both the
As before, the experimental times are larger than the comgeometric or the energetic definitioh @ H bond give very
puted ones and the activation energies evaluated fromimilar result§20]. Figure 11 shows the results correspond-
Arrhenius fits to the reorientational times are also higher thaing to the OH and dipole moment vectors at the same two
experimen{13] (19 and 20 kJ/mol for the OH and reori-  temperatures shown in the previous figure. These functions
entations, respectively, instead of 15.0 and 16.2 KJ/motan only be calculated for short time periods, as at the tem-
[13]). However, the general temperature dependence is agaperatures studied H bonds break and reform rapidly, and

quite well reproduced by the simulation. their statistical accuracy depends in the average number of
NMR experiments have also demonstrated the large rotamolecules belonging to each state.
tional anisotropy of ethandl9,10,17. Thus, together with As expected, free molecules show the faster reorientation

the behavior of the OH vector we have studied also how twand as regards the OH vector, molecules that have only one
perpendicular vectors to this one reorient: one in the COHacceptor HB behave in a very similar way to monomers, as
plane and the other perpendicular to it. Figure 10 shows théhe HB does not hinder its motion in that case. This is not the
results obtained at two different temperatures. The OH vecease for molecules with a single HB but acting as donors,
tor presents the slowest relaxation, due perhaps to the formashere the OH bond gets “fixed” and exhibits a behavior
tion of H bonds along its direction which, if this was the close to that of molecules with two or more HB.
case, need to be broken in order to allow for their reorienta- In terms of the dipole moment, molecules with only one
tion. The rapid librational motion commented before is ap-donor HB show a very rapid reorientation, even faster than
parent in the curves corresponding to the OH vector and ththat corresponding to molecules with only one acceptor HB.
vector perpendicular to the COH plane, while it is absent inAs when acting as a donor, the O and H atoms are relatively
the other, giving us some clues about the “geometry” of thatfixed (see the curves corresponding to the OH rotatitinis
motion. reorientation must be due to rotations around the OH bond
Fitting the relaxation times to an Arrhenius law we find that would lead to a displacement of the nearest carbon to the
that the reorientation about the OH vector has the highedtydroxil group, which also shares some electrostatic charge
activation energy19 kJ/mo}, while the other two have simi- in our model. The internal degree of freedom of the molecule
lar activation energies~<17 kJ/mol), in agreement with ex- possibly facilitates this motion. However, it is not clear why
periment, although as before we obtain higher values thathe rapid OH rotation of only acceptor molecules does not
those evaluated from NMR data. The temperature deperinduce an equally rapid dipole rotation.
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The total correlation functions are shown as thick solidcan understand the very different reorientational properties
lines in Fig. 11. They correspond to a weighted average oveof the three molecular vectors in the light of the results just
all the possible H-bond states, where the weighting factorseferred as a net effect of the packing of neighboring mol-
are the fraction of molecules with a given number of HB's. ecules. In any case, further theoretical and experimental stud-
Thus, at 298 K where 84% of the molecules have two ofies are required in order to be able to determine unambig-
more HB the total function decays very slowly following the ously the role played by steric and electrostatic effects in this
behavior corresponding to “linked” molecules. Instead, ator similar system§43,44.

500 K where almost 80% of the molecules are monomers or
have only one HB, the decay of the total function is close to IV. DISCUSSION AND CONCLUSIONS
that of those “mobile” molecules.

An alternative viewWhile rationalizing the observations  The main drawback of the interparticle potential used for
in terms of hydrogen-bonding interactions constitutes ahe current simulation concerns the reduced values of the
frame of reference which is justified in terms of chemicalstatic dielectric constant and the dielectric or reorientational
intuition, an alternative view of the dynamics of this exceed-correlation times with respect to experiment. Such a discrep-
ingly interesting liquid is provided by a recent study on theancy which is shared by a good number of simulations car-
details of molecular motions within the rotator-phase crystalieq out for similar systems indicates that the model potential
[41]. The relevance of such an study for our present PUrPOSEives rise to too fast reorientational dynamics. This short-
stems from t_he.remarkable sumhtudes in local order betweer(mloming cannot be solely attributed to the modelling of the
the normal liquid and the cubic bee phase of the RP crystalg|ecirostatic interactions since steric effects will also play a
This study using MD and quasielastic neutron scattering asjgnificant role in driving a dynamics which is faster than in
concurrent tools has evidenced the presence of reor'e”t%'xperiment.
tional motions at both picosecond and nanosecond scales The model used is, however, able to reproduce qualita-
within the crystal, while the experimental dielectric relax- iyely the experimental observations as well as the general
ation time varies within the 1~1C° s time range{41]. _ trends exhibited by the temperature dependence of the pa-
The most relevant part of such a study concerns the assigRzmeters characterizing the main spectral bands. At room
ment of specific microscopic reorientations to the ”eUtror{emperature, the relaxation spectruh shows four well-
scattering signals. This is here facilitated by the presence Qfefined features having associated relaxation times which are
an underlying cubic lattice for the molecular centers of mass;, semi-quantitative agreement with those of the three main
which bounds the number of possible reorientations down t@ 5 4s reported by experimef®,8]. The slowest relaxation
a manageable number. These are those connecting some gfe is the parameter better defined. Its collective nature is
different basic orientations which arise in order to compenyemonstrated by its temperature dependence which re-
sate for the different crystal site and molecular point groupsemples that of the shear viscosity.
symmetries, anq may be vit_awed as angular excursions from ag expected, the temperature dependence of the relax-
a “preferred orientation” given as that where the-©  ation times follows Arrhenius laws within the whole tem-
bond approximately lies on the cube edge and the@  perature range. If this behavior is extrapolated to lower tem-
bond lies on the cube diagonal. As all diagonals and edgeseratures one finds that the simulation should match the
are equivalent by symmetry, the molecule would performprimary (@) and secondaryf) relaxations observed in ex-
dynamical reorientations among the referred 24 orientationsberimems[él]_ However, longer simulations should be done
From those, the most probable are the_reorigntations bringing jow temperatures in order to check whether this extrapo-
the C—O bonds from the preferred orientation to Bll00]  |ation is valid and determine how the relaxation starts to
directions of the bcc lattice and the-GC bonds to all111]  geviate from Arrhenius behavior when approaching the glass
d|reCt|0nS. W|th|n the CUb|C CrySta| these are 90° rotauonStransition temperature_ Some Signs of th|s |nc|p|ent|y diverg_
about an axis a few degrees offset from the-O bonds ng behavior have been found previously when studying
(C4) and 120 ° rotations around another axis also somewhajome other single-particle properties. However, what ham-
offset from the G-C bond (G). In either case, one of the pers further progress in conducting studies in the interesting
bonds is kept invariant whereas in both cases the normal tgegion of the deeply supercooled liquid, is the fact that the
the G—C—O plane reorients to a new direction. Such mo-dielectric relaxation times nedF, are far too long(of the
tions are there found to be those which can be executed wit§rder of hundreds of second® be reachable by brute-force
minimal rearrangements in the orientation of neighboringcomputer simulations.
molecules and occur in a scale of piCOSGCOﬂdS. Other rota- The total d|po|e autocorrelation function shows a rapid
tional motions which would involve larger angular excur- jnitial decay at times less than 0.5 ps which is followed by a
sions of the OH fragment such are the rotationg)(&ound  two-exponential decay. The origin of such rapid decay surely
the [100] directions perpendicular to the-€O bond, the has to do with the lowest frequency molecular librations as
threefold rotations € around the thre¢111] crystal direc- well as with high-frequency vibrations. On the basis of pre-
tions different from that of the ©-C bond and the twofold vious calculations for the glagd], supercooled liquid, and
rotations G around the[110] crystal directions, will also monoclinic crystal [17], the lowest frequency whole-
occur. Their frequency, however, was found to be signifi-molecule librations which show a main peak at frequencies
cantly smaller than that of the faster reorientations. about 2 THz where found to be the microscopic entities giv-

In consequence and having in mind the proviso of com-ng rise to thegB relaxation.
paring a system with long-range order in a time-average As regards the microscopic nature of dynamic processes
sense for the molecular centers-of-mass with a liquid, ongiving rise to the relaxation bands having frequencies located
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between the mainx peak and those of microscopic nature tens of A. Finally, it has become apparent that a truly micro-
(i.e., theB peak and the higher frequency libratjpthe dif-  scopic approach is needed to understand in detail the origin
ficulty of assigning an specific microscopic entity to thoseof relaxations occurring at higher frequencies than the main
arises from the fact that they are located in a frequency rangg peak. Molecular motions within this range of frequencies
which is in between that dominated by stochatic motionsshould be regarded as arising from an interplay between sto-
(molecular rotations and translatiorand a regime where the chastic(rotational and translational difusipand vibrational

liquid short-time dynamics{i._e., vibrationg b_ecome domi- _ (high-frequency librationsmotions which need to be mod-
nant. The safest approach is thus to consider the relaxatiof)eq in detail.

times characterizing this spectral region as a means to de-
scribe the data since such regions of the spectrum surely
include different motional contributions having rather similar
relaxation times.

In summary, computer simulations carried on moderately
sized samples are able to predict the most salient features of The authors acknowledge the financial support of
the dielectric function. The main limitation to cross over to DGICYT/Spain through Grant No. No. PB95-0072-C03.
the regime belowl , seems to be linked to the accuracy with M.A.G. thanks the Institut Laue-Langevin for the concession
which the relevant autocorrelation functions are evaluatedof a CFR contract. We thank N. G. Almarza for stimulating
but not with the system size. In other words, this suggestsliscussions. The CSC of the Universidad Complutense de
that the relevant interactions which will give rise to glassyMadrid is acknowledged for granting us access to computing
dynamics at lower temperatures are confined down to a fewesources.
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